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Encoding phase spectrum for evaluating ‘electric qualia’
Angel Ariel Caputi* and Pedro Anıb́al Aguilera

ABSTRACT
The most broadly expressed and studied aspect of sensory
transduction is receptor tuning to the power spectral density of the
incoming signals. Temporal cues expressed in the phase spectrum
are relevant in African and American pulse-emitting electric fish
showing electroreceptors sensing the signals carried by the self-
and conspecific-generated electric organ discharges. This article
concerns the role of electroreceptor phase sensitivity in American
pulse Gymnotiformes. These fish show electroreceptors sharply
tuned to narrow frequency bands. This led to the common thought
that most electrosensory information is contained in the amplitude
spectra of the signals. However, behavioral and modeling studies
suggest that in their pulses, Gymnotiformes electroreceptors also
encode cues embodied in the phase spectrum of natural stimuli.
Here, we show that the two main types of tuberous primary afferents
of Gymnotus omarorum differentially respond to cues embodied in
the amplitude and phase spectra of self-generated electrosensory
signals. One afferent type, pulse markers, is mainly driven by the
amplitude spectrum, while the other, burst coders, is predominantly
sensitive to the phase spectrum. This dual encoding strategy allows
the fish to create a sensory manifold where patterns of ‘electric color’
generated by object impedance and other potential sources of
‘colored’ images (such as large nearby objects and other electric fish)
can be represented.

KEY WORDS: Electric image, Electroreceptors, Latency code,
Burst code, Electric color

INTRODUCTION
Sensory signals can be defined as modulations of energy carriers
sensed by mosaics of receptors specifically tuned to a type of energy
(Müller, 1837). Receptor sensitivity to stimulus frequency is usually
not uniform and often different receptor types sense different
aspects of the stimuli (Wald, 1964; Hudspeth, 1989). While the
energy pattern that directly drives sensory receptors is referred to as
the ‘proximal stimulus’, the actual or apparent source of such
energy patterns is called the ‘distal stimulus’ (Palmer, 1999). Distal
stimulus location and spatial qualities (i.e. size, shape and
orientation) are usually carried by the proximal stimulus pattern
over the sensory mosaic, whereas qualitative aspects such as color or
texture are often related to the responsiveness of different receptor
types to the proximal stimulus. While the most studied aspect of
qualitative encoding of the stimulus is the response of receptor types
to the power spectral density, less attention has been paid to the
effects of the phase spectrum. The two main groups of pulse-

emitting weakly electric teleosts (Mormyridea from Africa and
Gymnotiformes from America) are a good model to study this last
issue. The ability to sense the entire time course of allo- and self-
generated transcutaneous electrical fields including the amplitude
and phase spectra was behaviorally shown in pulse Gymnotiformes
(Heiligenberg and Altes, 1978) and pulse Mormyriformes (Hopkins
and Baas, 1981).

Cues embodied in the changes of the phase spectra of the
species-specific allo- and self-generated electric fields are
relevant in pulse-emitting Mormyriformes for species and sex
identification (Hopkins and Baas, 1981; Hopkins, 1986) and also to
discriminate object impedance (von der Emde, f1990; von der Emde
and Bleckmann, 1992; Gottwald et al., 2018). These teleosts
possess an electrosensory path to sense the discharge of other fish
(Bell and Grant, 1989). This path originates in the so-called
knollenorgan receptors, which are mainly sensitive to the phase
spectrum of the conspecific electric organ discharge (EOD)
(Hopkins and Bass, 1981; Hopkins, 1986). There is another path
originating in complex ‘mormyromast receptors’ innervated by two
different types of fibers (Bell, 1990a, b) that show ‘wide band’
responsiveness to the amplitude spectrum (Bennett, 1967; Bell,
1990a, b). While one type of mormyromast-innervating fibers is
only sensitive to stimulus strength, the other also responds to phase
spectrum (von der Emde and Bleckmann, 1992). This dual (strength
and phase) encoding has been related to impedance discrimination
(von der Emde, 1990; von der Emde and Ronacher, 1994).
Although two parameters are not enough to determine the
impedance of an object, it has been shown that one can define
families of impedance values that, independently of their position,
modify reafferent signals in such a way that phase and strength are
related by a linear function, defining an electric qualia likened to
‘electric color’ (Budelli and Caputi, 2000). Recent experimental
evidence supports this hypothesis (Gottwald et al., 2018).

In contrast, pulse-emitting Gymnotiformes discharge brief
waveforms consisting of a traveling wave along the body
(Gymnotidae: Bennett and Grundfest, 1959; Caputi, 1999, Assad
et al., 1999; Rodríguez-Cattáneo et al., 2008, 2013; Castelló et al.,
2009; Rhamphychtidae: Caputi et al., 1994, Hypoppomidae: Caputi
et al., 1998; Stoddard et al., 1999; Waddell et al., 2016). As the near
field in the fish neighborhood shows site- and time-dependent
amplitude and orientation, any object (either purely resistive or
having complex impedance) introduces changes in the strength and
time course (i.e. amplitude and phase spectrum) of transcutaneous
currents (Pereira and Caputi, 2010). These changes in the local
stimulus waveforms are encoded at the primary afferent level
(Rodríguez-Cattáneo et al., 2017), allowing object (Aguilera and
Caputi, 2003) and individual discrimination (McGregor and Westby,
1992). In fact, within the range 1–30 nF, capacitive objects alter the
time course of the local transcutaneous currents, provoking a shift in
the amplitude spectra [H(ω)] to a higher frequency range and also a
lag of the lower frequency components of the phase spectra [θ(ω);
Aguilera and Caputi, 2003; Rodríguez-Cattáneo et al., 2017). These
changes in the local stimulus cause a strong reduction of the latencyReceived 30 August 2018; Accepted 14 January 2019
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and inter-spike interval as well as an increase in the number of spikes
of the responses of one type of primary electroreceptor afferent
(Rodríguez-Cattáneo et al., 2017). In addition, changes in the relative
orientation of another electric fish cause changes in the received
transcutaneous stimulus waveform, in particular when the two
animals are close to each other (Aguilera et al., 2001). Behavioral
evidence indicates that Gymnotus omarorum are able to discriminate
between objects of different impedance (Aguilera and Caputi, 2003)
and between members of the same genus showing a difference in
head to tail waveform (McGregor and Westby, 1992).
Pulse Gymnotiformes show two main types of primary

electrosensory afferents, pulse markers (PMs) and burst coders
(BCs) (Szabó and Fessard, 1974; Zakon, 1986; Kawasaki, 2005).
Each electroreceptor organ is innervated by a single fiber (Szabó
and Fessard, 1974; Zakon, 1986; Kawasaki, 2005; Echagüe and
Trujillo-Cenóz, 1981; Caputi et al., 2002), the response of which (as
in wave fish; Scheich et al., 1973; Hopkins, 1976) is sharply tuned
to a narrow frequency band falling within the range of the power
spectral density of the species-specific EOD (Bastian, 1976; 1977;
Watson and Bastian, 1979; McKibben et al., 1993; Yager and
Hopkins, 1993; Zakon, 1986; Kawasaki, 2005). Although it is
usually accepted that most electrosensory information driving the
above-mentioned behaviors is contained in the amplitude spectra of
the proximal electrosensory stimuli, behavioral (Heiligenberg and
Altes, 1978), physiological (Bennett, 1967; Hopkins and Westby,
1986; McKibben et al., 1993) and modeling (Bennett, 1967) studies
suggest that in pulse Gymnotiformes, electroreceptors may also
encode cues embodied in the time course of self- and allo-generated
stimuli. Amore recent model (Cilleruelo and Caputi, 2012) suggests
that BC subpopulations previously described (Bastian, 1976, 1977;
Watson and Bastian, 1979; Yager and Hopkins, 1993; McKibben
et al., 1993) might represent examples from a continuum of
receptors of different size (Viancour, 1979) and that at least a
subpopulation would be able to respond differently to signals
having the same power spectral density but different phase
spectrum.
Here, we investigated amplitude and phase encoding by testing:

(i) whether changes in time course without changes in the power
spectral density are sensed by PM and BC primary afferents and (ii)

the difference in sensitivity of PMs and BCs to the H(ω) and θ(ω)
spectra of the self-generated stimuli. We show that the two types of
tuberous primary afferents of the pulse-emitting fish G. omarorum
respond differently to amplitude and phase cues as well as to the
total energy of the signal. PMs are mainly driven by the amplitude
spectrum while BCs are predominantly sensitive to the phase
spectrum.

MATERIALS AND METHODS
Experiments were performed in three adult Gymnotus omarorum
length: 15, 19 and 21 cm, unidentified sex; species described by
Richer-de-Forges et al., 2009; genotyped byEastman et al., 2018; and
held by Jason Gallant at http://efishgenomics.integrativebiology.msu.
edu/). Fish were gathered during the 2017–2018 summer season in
Laguna del Cisne, Departamento de Maldonado, República Oriental
del Uruguay, coordinates 34.848846 S, 55.117762 W. Individuals
were individually maintained in separate aquaria and fed with insect
larvae. Conductivity was kept at 100 µS cm−1. Temperature was
controlled between 19 and 23°C during captivity. All surgical
maneuvers were performed in anesthetized fish not responding to
noxious stimuli or in ‘brain dead’ fish after decerebration (protocol
001/003/2011 of the animal care committee of the Instituto de
Investigaciones Biológicas Clemente Estable).

Surgery
Prior to the surgery, specimens were immersed in cold water and
small pieces of ice were successively added to reduce the water
temperature until the fish stopped its EOD, lost its balance and was
not responsive to pinpricking. At this point, the fish was placed into a
cellulose sponge holder, and a small drop of lidocaine gel was applied
to the scalp before surgery. After removing the scalp, another drop of
lidocaine gel was applied on the exposed bone and two lateral holes
were drilled on the skull projection of the telencephalon.
Decerebration was carried out by completely removing the
telencephalon through the left hole using a vacuum probe
(Rodríguez-Cattáneo et al., 2017). The recording tank (40×60 cm)
in which decerebration was rapidly completed was filled to a depth of
5 cm with cold water (10°C, 100 µS cm−1). The skulls of decerebrate
animals were firmly attached to a plastic holder with a nichrome wire
passing through both skull holes. The wires and holder were
embedded with a mix of dental cement and cyanoacrylate to make a
strong bond with the skull. The body was maintained aligned to the
center of the tank by passing a silk thread through the dorsal body
mass along the longitudinal axis of the fish. At the posterior limit of
the skull, the muscles were separated to expose the first and second
vertebrae. At this level, the spinal cord was sectioned through a
laminectomy and the wound was closed with stitches and
cyanoacrylate. Experiments were carried out at about 23°C.

Experimental design and hypotheses
The following hypotheses for explaining the ability of
electroreceptors to respond with shorter latencies and stronger
bursts to changes in stimulus waveform without a change in strength
were put forward previously (Rodríguez-Cattáneo et al., 2017).
Electroreceptors respond differentially to: (i) the amplitude
spectrum of the local EODs stimulating receptors facing either
resistive or capacitive objects [referred to as HR(ω) and HC(ω),
respectively]; (ii) the phase spectrum of the same signals [referred to
as θR(ω) and θC(ω), respectively]; or (iii) both spectra.

Power spectral densities of natural capacitive and resistive stimuli
largely overlap (Aguilera and Caputi, 2003; Rodríguez-Cattáneo
et al., 2013) but their phase spectra are different. The effect of these

List of symbols and abbreviations
BC burst coder
EOD electric organ discharge
FFT fast Fourier transform
HC(ω) capacitive amplitude spectrum
HCθ0(t) waveform with capacitive amplitude and zero-phase spectra
HCθC(t) natural waveform in the presence of a capacitive object
HCθR(t) transposed waveform with capacitive amplitude and resistive

phase spectra
HR(ω) resistive amplitude spectrum
HRθ0(t) waveform with resistive amplitude and zero-phase spectra
HRθC(t) transposed waveform with resistive amplitude and capacitive

phase spectra
HRθR(t) natural waveform in the presence of a resistive object
iFFT inverse fast Fourier transform
PHB significance level after Holm–Bonferroni’s correction for

multiple comparisons
PM pulse marker
rms root mean squared
ROC receiver operating characteristic
θ0(ω) zero-phase spectrum
θC(ω) capacitive phase spectrum
θR(ω) resistive phase spectrum
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natural signals was contrasted with those of signals that for each
amplitude spectrum had either the same but transposed phase
spectrum or a flat zero-phase spectrum. Capacitive phase-resistive
amplitude and resistive phase-capacitive amplitude will be in general
referred to as transposed stimuli. To evaluate the effect of amplitude
spectra alone, we recorded the responses to zero-phase stimuli in
which the phase of all frequency components was the same. To
evaluate the presence of an effect of the phase spectra, we compared
responses obtained with natural, zero-phase and transposed stimuli
(i.e. exchanging phase spectra while maintaining amplitude spectra).

Stimulus battery
To construct the appropriate waveforms (illustrated in Figs 1A and 3A,
insets) for testing the above-posed hypotheses, two ‘natural’ self-
generated fields having the same equal total energy [i.e. root mean
squared (rms) value] were recorded in the presence of a resistor
[10 kΩ,HRθR(t)] and a capacitor [10 nF,HCθC(t)] (data obtained from
Rodríguez-Cattáneo et al., 2017). The fast Fourier transforms (FFTs)
of natural waveforms were calculated, the amplitude and phase
components were modified as defined below, and finally the stimuli
were calculated as follows, using the inverse fast Fourier transform
(iFFT) (where j is the imaginary unit in the field of complex numbers):

Natural resistive signals: HRðvÞ � e
juRðvÞ ¼ FFT HRuR tð Þð Þ

Natural capacitive signals: HCðvÞ � e
juCðvÞ ¼ FFT HCuC tð Þð Þ

Zero-phase, resistive amplitude: HRu0 tð Þ ¼ iFFT HR vð Þð Þ
Zero-phase, capacitive amplitude: HCu0 tð Þ ¼ iFFT HC vð Þð Þ
Capacitive phase, resistive amplitude: HRuC tð Þ ¼ HRðvÞ � e

juCðvÞ

Resistive phase, capacitive amplitude: HCuR tð Þ ¼ HCðvÞ � e
juRðvÞ

:

Stimuli were applied between a bare tungsten wire inserted in the
dorsal body muscles and a tungsten electrode in the water using a
stimulus isolation unit (A-M Systems 2200, Sequim, WA, USA).
The waveform was controlled by a computer program
(Experimenter) through an analog to digital interface (Datawave,
Colorado Springs, CO, USA). Amplitude was controlled by a
rheostat that had its ends connected between the analog to digital
output and the ground and its middle point connected to the stimulus
isolation unit input. Responses to these stimuli were evaluated by
playing blocks of either 250 or 1000 identical stimuli at 33 Hz for
each waveform. All the stimulus waveforms used in the evaluation
of a receptor had the same rms value.

Primary afferent recordings
‘Michigan-type’ electrodes (Neuro Nexus, Ann Arbor, MI, USA)
with 16 on-beam recording spots were lowered through a
craniotomy at the skull projection of the rostral region of the left
electrosensory lobe where the afferent fibers enter the brain stem.
Trains of action potentials in response to stimuli were recorded
between the electrode recording spots and a reference in the cisterna
magna connected to a multiplexed differential amplifier (A-M
systems 3600), the output of which was digitized at a sampling
frequency of 40 kHz using an analog to digital interface (Datawave)
and processed with the aid of a sequence of commands
(Experimenter, Datawave-associated software). Spike conditioning
and selection were made off-line using a previously defined
procedure (Pereira et al., 2014; Rodríguez-Cattáneo et al., 2017). To
isolate a single afferent fiber, we first placed the stimulation
electrode a couple of centimeters rostral to the most likely location
and then moved the probe towards the skin, tracking the best
response while reducing the stimulus intensity using the rheostat.

We identified PMs by checking that the response always
consisted of a single spike of short latency (less than 3 ms) and
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Fig. 1. Pulse marker (PM) responses. (A) Raster plot of a single PM receptor stimulated by successive trains of 1000 stimuli, the waveforms of which are
represented in the insets. Dashed lines indicate the transition between trains. HRθR and HCθC: natural stimuli in the presence of resistive or capacitive objects;
HRθC and HCθR: transposed stimuli in the presence of resistive or capacitive objects; HRθ0 and HCθ0: zero-phase stimuli in the presence of resistive or capacitive
objects. (B–G) Post-stimulus histograms of the latencies (in this case, the last 250 stimuli were considered in each train; gray bands and arrows indicate
correspondence). (H) Latency as a function of stimulus strength [root mean squared (rms) value]. Although every PM was only stimulated at a single amplitude,
the curve shows a smooth hyperbolic shape. Note that open symbols are always below filled ones. (I) Latency variability as a function of latency (Spearmann
correlation, ρ=0.9246).
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that a second spike did not fire when increasing the stimulus to an
intensity equivalent to five times the threshold intensity (Rodríguez-
Cattáneo et al., 2017). Stimulus intensity was kept constant for each
receptor, varying from unit to unit, but always set below the
saturation of spike latency. We identified BCs by the characteristic
presence of a burst of spikes. The stimulus intensity was adjusted
until the average number of spikes in response to a natural resistive
stimulus was between 1 and 2.

Quantification and statistical analysis
Post-stimulus histograms were constructed for each unit. To
minimize the spike firing adaptation effects, only the responses to
the last stimuli for a given waveform were considered (the last
250 or 100 responses in the case of trains of 1000 or 250 stimuli,
respectively, Figs 1A–G and 3A–G). The mean latency of the
earliest spike (measured from the positive peak of the head to tail
EOD to the main peak of the unit) was used to quantify the latency
response of both afferent types. The rate (total number of spikes in
the train over the number of stimuli) was also used to quantify the
responses of BCs.
We used Friedman tests followed by exact tests to evaluatewhether

response parameters are systematically ordered according to stimulus
type. This procedure eliminates the effects of stimulus strength and
potential differences in threshold among different units belonging to
different fish. Taking into account that either H(ω) or θ(ω), or both,
causes the stronger responses observed for natural capacitive stimuli
(Rodríguez-Cattáneo et al., 2017), we used one-tail post hoc exact
tests to compare (i) responses to stimuli sharing the same H(ω) and
differentiated by their θ(ω) and (ii) responses to stimuli sharing the
same θ(ω) and differentiated by their H(ω) (brackets in Figs 2, 4

and 5). To evaluate the relative weight of H(ω) and θ(ω) on the
responses, we pairwise compared the differences between the
response parameters obtained with the stimuli having HC(ω) and
HR(ω) for natural, zero-phase and transposed stimuli. Holm–
Bonferroni’s correction was systematically applied to avoid
inflation of type I error; significance level after correction (referred
to as PHB) was 0.05 throughout. Finally, we constructed receiver
operating characteristic (ROC) curves to evaluate, for each given
response parameter, the ability of an external observer to discriminate
between amplitude spectra (and between phase spectra) for a given
receptor type. To test the consistency of these observations among
recorded individual receptors, we performed Friedman tests followed
by post hoc exact tests comparing the areas under the ROC curves
obtained for each receptor and spike parameter.

RESULTS
We tested the hypothesis that the two afferent types encode the
amplitude and phase spectra differently by recording unitary
responses of primary afferents (7 PMs and 9 BCs in three
decerebrated and spinalized fish) to trains of six synthesized
waveforms equalized by their rms current intensity values played at
a constant rate (33 Hz). Two of these waveforms reproduced ‘natural’
stimuli in the presence of resistive (10 kΩ) or capacitive (10 nF)
objects (Aguilera and Caputi, 2003; Rodríguez-Cattáneo et al.,
2017): HRθR(t) and HCθC(t), equivalent to HRðvÞ�e

juRðvÞ
and

HCðvÞ�e
juCðvÞ

in the frequency domain, respectively. These signals
were also used for constructing zero-phase [HRθ0(t) and HCθ0(t),
defined as the inverse FFTs of HR(ω)×e0 and HC(ω)×e0] and
transposed stimuli [HRθC(t) and HCθR(t), defined as the iFFTs of
HRðvÞ�e

juCðvÞ
and HCðvÞ�e

juRðvÞ
; see Materials and Methods].
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discrimination (gray and black bars) are significantly larger than those for phase discrimination (white bars, Friedman test: χ2=21.8, d.f.=4, P=2×10−4, followed
by six post hoc exact tests: P=0.0078, N=7). Lines correspond to s.d. Numbers within the brackets in A are P-values before correction for multiple tests.
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PM responses
All recorded PM afferents fired a single spike 1–2 ms after the
stimulus without adaptation (Fig. 1A). The latency versus amplitude
relationship was established based the response of different PMs to
different stimulus amplitudes. Latency decreased with stimulus
strength (Fig. 1H). Each receptor was only stimulated at a single
amplitude but the obtained curve for each stimulus type shows a
smooth hyperbolic course as expected if all receptors behave similarly.

For every receptor and stimulus strength, waveforms sharing the
amplitude spectrum of the signal generated by capacitive objects
[HC(ω); Fig. 1H, open symbols] recruited spikes with shorter
latency and smaller variability than those sharing the amplitude
spectrum of the signal generated by resistive objects [HR(ω);
Fig. 1H, filled symbols]. Interestingly, latency and latency
variability showed a strong correlation (Fig. 1I; Spearman
correlation: ρ=0.9246).
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are summaries. Numbers within the brackets in A and B are P-values before correction for multiple tests.

Spike latency (ms)

1500500 1000

0 16 0 16 0 16 0 16 0 16 0 16

40

20

S
pi

ke
 ti

m
in

g 
(m

s)
S

pi
ke

s/
st

im
ul

i (
%

)
16

A

12

8

4

0

HRθR

HRθR

HRθ0HRθ0HCθRHRθCHCθC

HCθC

HRθC

HCθR

Stim. strength (nA)

3

6

6

9

160

160

640 2560

2560

3

9

S
pi

ke
 la

te
nc

y 
(m

s)

Stimulus ordinal number
B C D E F G

H

I

Fig. 3. Burst coder (BC) responses. (A) Raster plots showing the post-stimulus timing of the spikes evoked by the six waveforms used in this study (insets).
Dashed lines indicate stimuli transitions. (B–G) Post-stimulus histograms constructed out of the final 100 responses (gray bands and arrows indicate
correspondence) to each stimulus waveform. (H,I) Mean latency (logarithmic scale) as a function of stimulus strength (rms value, logarithmic scale) for natural (H)
and phase-transposed (I) stimuli. Note that there is the same difference in slope between responses to stimuli having θC (circles) and θR (squares) in the same
plots (filled and open symbols correspond to HR and HC, respectively).

5

RESEARCH ARTICLE Journal of Experimental Biology (2019) 222, jeb191544. doi:10.1242/jeb.191544

Jo
u
rn
al

o
f
Ex

p
er
im

en
ta
lB

io
lo
g
y



There was a preferred order in the effectiveness of the tested
waveforms (Fig. 2A; Friedman test, P=2.1×10−6). Post hoc exact
tests between responses to signals having either the same H(ω) or
the same θ(ω) indicate significant independent effects of phase
(labeled as θC<θR) and amplitude spectra (labeled as HC<HR),
respectively, on spike latency (PHB<0.05). Differences between
spike latencies were informative on the relative efficiency of H(ω)
and θ(ω). Latency differences between spikes evoked by stimuli
reproducing natural fields (HCθC and HRθR) were significantly
larger than those evoked by stimuli having the same amplitude but
zero-phase spectra (HCθ0 and HRθ0). These, in turn, were
significantly larger than those evoked by stimuli having the same
amplitude but phase-transposed spectra (HCθR and HRθC; Fig. 2B).
While the positive sign of these three differences (Fig. 2A; i.e.
descending connecting lines, PHB<0.05) indicates a predominant
effect of amplitude spectra on the response of PMs, the decay of the
differences in latency when phase spectra changed from natural to
flat and then from flat to transposed (Fig. 2B; PHB<0.05) indicates
that they are also sensitive to the relative phase of the frequency
components.
Consistently, ROC curves for stimuli having either the same

amplitude or the same phase spectra showed that an external
observer reading PM latency would discriminate amplitude spectra
better than phase spectra. Fig. 2C,D shows example ROC curves
obtained from the experiment in Fig. 1A. Areas under the ROC
curves for discriminating between HR(ω) and HC(ω) (white bars in
Fig. 2E) were significantly larger than those for discriminating

between θR(ω) and θC(ω) (black and gray bars in Fig. 2E;
PHB<0.05).

BC responses
BC afferents fired a burst of spikes of high intrinsic frequency (up to
500 Hz) showing adaptation of the first spike latency and the total
number of spikes per EOD (rate; Fig. 3A). Stimuli sharing θC(ω)
recruited BCs with earlier and stronger bursts than those sharing
θR(ω) or θ0(ω) (zero-phase spectrum) regardless of their amplitude
spectra (post-stimulus histograms integrated the last 100 responses
in the train to minimize the effect of adaptation in Fig. 3B–G). Mean
latency systematically decreased with stimulus strength, following a
hyperbolic course. Notably, latencies decreased faster in response to
stimuli having θC (circles and dashed line, Fig. 3H,I) than to those
having θR (squares and solid line, Fig. 3H,I), regardless of the H(ω)
(encoded as filled and open symbols, Fig. 3H,I). As in the case of
PMs, latency variability increased with latency when considering
each receptor separately. However, the correlation between these
two parameters was poor (Spearman correlation ρ=0.3727),
suggesting receptor heterogeneity.

ANOVA followed by post hoc exact tests between responses
having either the same H(ω) or the same θ(ω) indicated significant
effects of phase and amplitude spectra on the latency and latency
variability of the first spike of the burst (Fig. 4A,B; PHB<0.05). The
differences between burst latency for stimuli having HC(ω) and
HR(ω) were ordered identically depending on the phase spectrum
for all recorded BCs (Fig. 4C). Post hoc exact tests showed that
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HCθ0 evoked spikes significantly earlier than HRθ0, indicating BC
sensitivity to amplitude spectra (Fig. 4A,B, middle line series plots).
Notably, the difference in mean latency was 1/3 of those observed
for natural waveforms (HCθC and HRθR; Fig. 4A,B, left line series
plots), suggesting also a significant sensitivity to the phase
spectrum. Confirming this hypothesis, stimulation with transposed
phase spectra (HCθR and HRθC; Fig. 4A,B, right line series plots)
inverted the sign of the differences observed for natural stimuli
(Fig. 4C; PHB<0.05).
Similarly, ANOVA and post hoc tests showed that the number of

spikes in the bursts evoked by signals with θC(ω) were larger than
those evoked by θR(ω), indicating a predominant phase effect
(PHB<0.05). Differences between responses evoked by transposed
stimuli having the same θ(ω) were non-significant (i.e. PHB>0.05)
except in the case of θ0(ω). HCθ0 evoked significantly stronger
bursts than HRθ0, indicating some BC sensitivity to amplitude
spectra (Fig. 5A). However, the difference in spike number evoked
by zero-phase stimuli was 1/5 of those observed for natural
waveforms (HCθC and HRθR, PHB<0.05). Stimulation with
transposed phase spectra (HCθR and HRθC; Fig. 5B; PHB<0.05)
inverted the sign of the differences observed for natural stimuli.
Previous analyses led to the conclusion that stimuli having θC(ω)

evoked a burst starting about 1 ms earlier and firing about one spike
more than those evoked by stimuli having θR(ω). Responses to
stimuli having θ0 were intermediate.
Taking into account that the main peak of the field potentials and

the peak of the post-stimulus histograms of center-on neurons
(Krahe and Maler, 2014) evoked by the EOD in the electrosensory
lobe falls beyond 9 ms after the EOD (Pereira et al., 2005, 2014;
Fig. 5C) and that primary afferents converge on basilar dendrites of
these neurons (Réthelyi and Szabó, 1973a; Maler, 1979, 2009a, b),
we analyzed the responses of BC spikes that follow the first spike
and fire within the window 8–15 ms. The responses evoked by
stimuli having θC(ω) showed a significantly larger number of spikes
within the window than those having θR(ω) for the same H(ω)
(PHB<0.05). Responses to stimuli having different H(ω) and the
same θ(ω) were not significantly different (PHB=0.05).
Consistently with previous analysis, ROC curves for stimuli

having either the same amplitude or the same phase spectrum
indicated that an external observer reading either BC latency or BC
rate would discriminate phase spectra better than amplitude spectra
(Fig. 6). Areas under the ROC curves for discriminating between
HR(ω) and HC(ω) (dark bars Fig. 6C,F) were significantly smaller
than those for discriminating between θR(ω) and θC(ω) (white bars,
Fig. 6C,F; PHB<0.05).

DISCUSSION
Here, we show that both types of tuberous primary afferents of the
pulse-emitting fishG. omarorum respond to temporal cues embodied
in the phase spectrum of electrosensory signals. While wave fish are
mainly sensitive to the amplitude spectrum of the EOD (Hopkins,
1976), inG. omarorum, PMs and BCs are sensitive to both amplitude
and phase spectra. Although the sensitivity spaces of both receptors
are most likely overlapping, our experiments show that they are not
identical. In fact, transposing spectra (i.e. combining HR with θC and
HC with θR) causes qualitative differences between the responses of
different afferent types. PMs are mainly driven by the amplitude
spectrum and BCs by the phase spectrum of ‘natural’ stimuli
generated by objects of different impedance.
For both receptor types, latency was a decreasing function of

stimulus amplitude even though for each receptor we used a single
amplitude. Latencies were much shorter for PMs than for BCs. This

is probably associated to their difference in diameter and also with
differences in the synaptic activation of the first Ranvier nodes of
the afferents which are located differently, inside the receptor in
PMs and outside in BCs (Echagüe and Trujillo-Cenóz, 1981; Caputi
et al., 2002).

In PM afferents, the standard deviation and mean values of the
latency of the single spike were strongly correlated, indicating a
similar transmission delay, and suggesting a common encoding
mechanism for the entire population. This was not the case for BCs,
showing a poor correlation between the latency of the first spike and
its variability. This is not surprising as, using other techniques,
previous studies have sub-classified BCs into two or three types
depending on the species and stimulus type used (Bastian, 1976;
Watson and Bastian, 1979; Yager and Hopkins, 1993; McKibben
et al., 1993). The sample size precludes us from advancing further in
this aspect.

As in the auditory nerve of vertebrates (Heil, 2004) and sound
detector afferents of insects (Pollack and Imaizumi, 1999), in PM
and BC afferents, first spikes are precisely time locked to the
stimulus and the variability of these responses to stimuli having the
same energy content is sensitive to the stimulus quality. This is not
the only similarity with the auditory system. As in audition (Heil,
2004; Hildebrandt, 2014; Pollack and Imaizumi, 1999), first spike
latency and latency variability tend to be shortest at a specific
frequency to which the afferent is most sensitive. In pulse
Gymnotiformes, electroreceptor organs emit microphonic-like, so-
called ‘ringing’ potentials, which consist of damped voltage
oscillations between 800 and 900 Hz (Bennett, 1967; Castello
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et al., 2000; Aguilera et al., 2001). These ringing potentials have
been interpreted as originating in the pool of electrosensory cells
inside the receptor capsule (Bennett, 1967; Cilleruelo and Caputi,
2012). They have a best frequency nearly duplicating the peak
power frequency of the self-generated EOD in any natural condition
(400–500 Hz). Signals evoked by capacitive objects shift up
stimulus power density to frequencies closer to the ringing one
and consequently the first spike latency and latency variability are
reduced for stimuli of different quality and the same energy content.
This may explain the sensitivity to the amplitude spectrum of both
afferent types.
Transduction and encoding mechanisms in BCs appear to have

additional components as they show a predominant responsiveness
to the phase spectrum and also spike-time adaptation. In BCs, it
appears that the entire phase spectrum affects the response of a
single afferent, whereas amphibian auditory fibers show a single
preferential stimulus phase for their best frequency (Hillery and
Narins, 1987). Nonetheless, when the phase spectrum of a
bullfrog’s species-specific call was manipulated in an experiment
similar to that described here, notable differences were found in
primary afferent responses (Simmons et al., 1993). Although there
are no physiological data at the cellular or subcellular level that can
explain phase sensitivity at present, there are several well-
documented anatomical differences in receptor organs including
their size, fiber diameter (Szabó and Fessard, 1974) and branching
patterns (Echagüe and Trujillo-Cenóz, 1981; Caputi et al., 2002)
that should be taken into account to explain the different responses
of BCs and PMs to the same stimulus.
Finally, intrinsic properties of BCs at the spike generator site

(Benda et al., 2002) and synaptic dynamics appear to be the most
probable mechanisms involved in bursting responses and in the
power law spike rate adaptation shown by BCs. The latter is similar
to that observed in wave fish (Benda et al., 2002; Clarke et al., 2013)
and the auditory system (Benda and Hennig, 2008).
To understand how primary afferent signals are decoded in the

next sensory processing stage, present knowledge on the
electrosensory lobe of pulse Gymnotiformes should be taken into
account. PMs and BCs give rise to separate electrosensory pathways
converging at the mesencephalon (Carr et al., 1981; Szabó and
Fessard, 1974; Carr andMaler, 1986). In turn, afferent fibers of both
types trifurcate, generating three electrosensory maps (Heiligenberg
and Dye, 1982; Shumway, 1989a, b; Maler, 2009a, b; Krahe and
Maler, 2014). This implies that a single sensory physical image is
transformed into six neural images, processed separately at the early
sensory stages and combined downstream, probably at the torus
semicircularis (Carr et al., 1981; Carr and Maler, 1986).
In the case of PM, latency and latency variability carry redundant

information which may be integrated differently in three spherical
neuron maps of the electrosensory lobe (Heiligenberg and Dye,
1982). PM branches project one-to-one onto the spherical neurons of
the centromedial map, but converge on the same cell in
the centrolateral and lateral maps (Castelló et al., 1998).
Responsiveness of spherical neurons is dominated by a low-
threshold slow-inactivating K+ current and a mixed cation current,
determining an onset phenotype (Nogueira et al., 2006; Nogueira and
Caputi, 2014) similar to that observed in the auditory system of birds
and mammals (Rathouz and Trussell, 1998; Bal and Oertel, 2001).
Resonant currents reduce spherical cell input impedance and enhance
the timing precision required for a latency code (Trussell, 1999;
Nogueira andCaputi, 2011). In this readout context, one can postulate
that centromedial spherical neurons represent the electric image of
objects as a latency pattern, while at the lateral map, instead, spherical

cells require synchronized input frommultiple afferents from a larger
region of the skin andmay generate a reference signal that can be used
downstream for latency decoding. In fact, all spherical neurons
project to themagnocellularis nucleuswhere a Jeffress-like circuit has
been described (pulse fish: Réthelyi and Szabó, 1973b; Sotelo et al.,
1975; Matsushita et al., 2013; wave fish: Carr et al., 1981).

Regarding the readout circuit for BC afferents, it is known that
they contact: (i) large multipolar and ovoid inhibitory neurons at the
deep layer of the electrosensory lobe, (ii) granule cells and (iii) the
basilar dendrites of center-on pyramidal cells (Ret́helyi and Szabó,
1973a; Maler, 1979, 2009a, b). In addition, typical field potentials
(Pereira et al., 2005, 2014) and post-EOD spike histograms of
center-on units recorded in the electrosensory lobe of acute
preparations and freely moving G. omarorum start firing at about
10 ms after the EOD, although some of them show a single
occasional but phase-locked spikes between 5 and 7 ms (Pereira
et al., 2014; Pereira Larronde, 2016; Rodríguez-Cattáneo, 2017).
Moreover, almost complete silence in a sample of more than 200
neurons was recorded between 7 and 9 ms after the EOD (Pereira
et al., 2014; Pereira Larronde, 2016; Rodríguez-Cattáneo, 2017).
Taking this readout context into account, one must ask whether the
role of all spikes in the burst is the same. In center-on pyramidal
neurons, the excitatory post-synaptic potentials may evoke the early
spike at 5–7 ms. However, synapses at the basilar dendrite are
relatively far from the somata and basilar dendrites receive multiple
inhibitory contacts from multipolar and ovoid neurons (Maler,
1979;Maler andMugnaini, 1994; Berman andMaler, 1998a). Thus,
cable properties of these dendrites, and consequently the amplitude
and timing of the peaks of the afferent-evoked postsynaptic
potentials at the spike generation site, are likely modulated by a
feed-forward inhibition indirectly elicited by primary afferents via
those deep inhibitory neurons. This indirect action of primary
afferents may cause the strong silence observed in the field
potentials and in most neurons of the electrosensory lobe between 7
and 9 ms after the EOD (Pereira et al., 2005, 2014). At the end of
this inhibitory window, the remaining spikes in the BC burst are able
to recruit pyramidal neurons generating the main peak of the field
potentials at about 12–13 ms. BCs may also activate granular
interneurons participating in inhibitory processes such as lateral
inhibition and modulation of non-basilar pyramids in a way that is at
present much less clear (Maler, 1979; Maler and Mugnaini, 1994;
Berman and Maler, 1998b, 1999).

In consequence, while the effect of the first spike on center-on
pyramidal neurons may be twofold, to gate the input at the basilar
dendrites and also to generate lateral inhibition, the rest of the burst
might drive center-on cells firing at about the main peak of the field
potentials. In light of these hypotheses, the significant differences
observed in the number of spikes in the window 8–15 ms after the
EOD increases the evidence that the slow electrosensory path
receives and processes information mainly encoded in the phase
spectrum of the local EOD.

Conclusion
Active electroreception in pulse Gymnotiformes is a special case in
which variations not only in the amplitude but also in the phase
spectrum (e.g. in the whole waveform) of a self-generated stimulus
are encoded by primary afferents. This form of encoding is
qualitatively different from that observed in other senses in which
receptor sensitivity either to the amplitude or to the phase spectrum
is observed.

Visual color and sound timbre (in German, klangfarbe: sound
color) are supported by receptor and primary afferent tuning to
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frequency bands within the range of light (Wald, 1964) and sound
(Hudspeth, 1989) spectra, respectively. Making an analogy,
differential encoding in the fish may serve to encode the ‘electric
color’ of the signals generated in the presence of complex
impedance (Budelli and Caputi, 2000).
In pulse Mormyriformes, electroreceptors have a flat frequency

sensitivity within a range of two orders of magnitude (Bell, 1990a, b).
Thus, stimulus strength and phase spectrum may be considered the
only two dimensions of a manifold where the ‘electric color’ of
species, sex (Hopkins and Bass, 1981; Hopkins, 1986) and object
impedance (von der Emde, 1990; von der Emde and Bleckmann,
1992; Gottwald et al., 2018) are represented. The present results show
dual encoding of amplitude and phase spectral cues by each receptor
type inG. omarorum. This may add a third dimension to the ‘electric
qualia’ manifold used in object discrimination.
By the same token, and taking into account the differences in

waveform of near electric fields generated by pulse Gymnotiformes
(Aguilera et al., 2001; Rodríguez-Cattáneo et al., 2008, 2013;
Castelló et al., 2009), the electroreceptor encoding of waveform
described here could also be involved in the identification of
species, sex, size and relative position of another weakly electric fish
(Hopkins and Westby, 1986; McGregor and Westby, 1992).
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Caputi, A. A., Castelló, M. E., Aguilera, P. and Trujillo-Cenóz, O. (2002).
Electrolocation and electrocommunication in pulse gymnotids: signal carriers,
pre-receptor mechanisms and the electrosensory mosaic. J. Physiol.-Paris 96,
493-505.

Carr, C. and Maler, L. (1986). Electroreception in gymnotiform fish. Central
anatomy and physiology. In: Electroreception (ed. T. H. Bullock and W.
Heiligenberg), N.Y.: Willey and Sons.

Carr, C. E., Maler, L., Heiligenberg,W. andSas, E. (1981). Laminar organization of
the afferent and efferent systems of the torus semicircularis of gymnotiform fish:
morphological substrates for parallel processing in the electrosensory system.
J. Comp. Neurol. 203, 649-670.
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