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Summary
A major goal of developmental biology is to understand the
molecular mechanisms whereby genetic signaling networks
establish and maintain distinct cell types within multicellular
organisms. Here, we review cell-fate decisions in the
developing eye of Drosophila melanogaster and the
experimental results that have revealed the topology of the
underlying signaling circuitries. We then propose that switch-
like network motifs based on positive feedback play a central
role in cell-fate choice, and discuss how mathematical
modeling can be used to understand and predict the bistable
or multistable behavior of such networks.
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Introduction
The development of a multicellular organism requires a coordinated
sequence of individual cell-fate decisions. Many of these decisions
appear to be binary: life or death, proliferation or quiescence,
epidermal or neuronal fate, lymphoid or myeloid progenitor
(Heitzler and Simpson, 1991; Albeck et al., 2008; Laslo et al.,
2008; Yao et al., 2008). Binary choices are typically made by
bistable switches, which are biochemical mechanisms that can
reside stably in either of two dynamic steady states (reviewed by
Ferrell, 2002). This review focuses on the role that bistable
switches play in a classic model of cell-fate choice: the eye of the
fruit fly Drosophila melanogaster. Just as signal transduction
pathways have proven to be highly conserved and extensively
deployed, the underlying design principles of the switches used in
the fly eye will almost certainly be broadly relevant to
understanding animal development. We discuss how understanding
these general design principles and how they are employed in
specific cases will benefit from approaches that combine
quantitative experimental techniques with mathematical modeling.

The Drosophila eye has served for many years as a valuable
experimental system for studying complex cell-fate choices. The
adult eye is a highly ordered array of ~800 repeated units called
ommatidia. Each ommatidium contains 20 cells arranged in
precisely the same configuration, although with opposite chirality
in the dorsal and ventral halves of the eye. The highly stereotyped
configuration of each ommatidium arises from an initially uniform
primordium of undifferentiated, unpatterned cells, termed the eye
imaginal disc. Starting in late larval stages, a signaling wave
sweeps across the disc from posterior to anterior, initiating the
development of evenly spaced ommatidia (Fig. 1A). Recruitment
of cell types into each ommatidium occurs in a specific sequence

of inductive, rather than lineage-based, interactions (see Fig. 1B),
beginning with the eight photoreceptor neurons and followed by
the non-neuronal cone and pigment cells (Ready et al., 1976).

Rather than providing a comprehensive review of cell-fate
specification during fly eye development [for more information on
this topic, please see reviews by Moses (Moses, 2002) and
Roignant and Treisman (Roignant and Treisman, 2009)], we
discuss several examples of genetic networks in the Drosophila eye
that are thought to mediate specific bistable cell-fate decisions.
Although qualitative genetic analyses have provided critical insight
into the function and topology of these circuits, further quantitative
experimentation and mathematical modeling will be needed to
achieve a deeper understanding of the connection between network
dynamics and observable cellular behaviors. In this vein, we
present two original hypotheses in the form of mathematical
models. Our goal in presenting these new models in the context of
a review article is to provide a new perspective on existing
experimental results, to illustrate a general form that future models
of the systems in question might take, and to provide a starting
point for suggesting future directions for coordinated experimental
and modeling approaches.

Quantitative models can describe development at various levels
of detail, from the action of individual proteins and genes to the
behavior of cells within tissues. Although there have been some
striking successes in connecting morphogenesis to mathematical
descriptions of chemical reaction-diffusion systems (Turing, 1952;
Sick et al., 2006), quantitative developmental biology is only now
emerging in earnest [see, for example, the accompanying review in
this issue by Grimm et al. on modeling the Bicoid gradient (Grimm
et al., 2010) and reviews by Meinhardt (Meinhardt, 2008), Oates et
al. (Oates et al., 2009) and Montell (Montell, 2008)]. In part, this
shift reflects the advent of better experimental tools for studying
development, but it also reflects the need to integrate information
about many different molecular players to obtain an understanding
of phenotypes and developmental processes at the systems level.
We discuss how simple mathematical models can be used to
understand why certain networks exhibit bistability. We then
review several putative bistable networks involved in cell-fate
choice in the Drosophila eye and demonstrate how one of these
networks can be described using a more detailed mathematical
model. Finally, we consider how switch-like motifs might be
combined to form more complex multistable networks, and we
illustrate two possible strategies by presenting a new hypothesis
regarding a classic series of cell-fate choices during Drosophila eye
development.

An introduction to bistable switches
A regulatory network exhibits bistability when a graded stimulus
gives rise to one of two discrete steady states rather than to a
continuum of responses. The first experimental work supporting
the idea that bistable switches in biochemical networks could
encode binary cellular decisions came from studies of gene
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regulation in Escherichia coli that showed how alternate high and
low expression states of the lac operon could be stably maintained
by positive feedback mediated through induction of the lactose
permease LacY (Novick and Weiner, 1957). A second class of
switch, involving mutual repression between a pair of genes, was
first proposed as a thought experiment by Monod and Jacob
(Monod and Jacob, 1961), and was later validated as the molecular
mechanism responsible for the lysis versus lysogeny decision in
bacteriophage  (reviewed by Ptashne, 2004). The phage  and lac
operon switches have since been the subject of extensive
quantitative experimental and theoretical work (Ackers et al., 1982;
Reinitz and Vaisnys, 1990; Wong et al., 1997; Arkin et al., 1998;
Setty et al., 2003; Bintu et al., 2005; Santillán and Mackey, 2004;
Saiz et al., 2005; Elf et al., 2007; Kuhlman et al., 2007; Choi et al.,
2008).

More recently, bistable switches have been described in multiple
contexts in both prokaryotes and eukaryotes (Ferrell, 2002; Dubnau
and Losick, 2006). For example, in Drosophila, positive feedback
in binding of the Decapentaplegic (Dpp) protein to its receptor is
thought to give rise to bistability during early embryonic
dorsoventral patterning (Wang and Ferguson, 2005; Umulis et al.,
2006), whereas positive feedback between the Dpp and Epidermal

growth factor receptor (Egfr) pathways has been proposed to
generate bistable responses during wing vein patterning (Yan et al.,
2009). Switch-like network behavior has also been implicated in
sharpening segmental gene expression boundaries in the early
Drosophila embryo (Edgar et al., 1989; Lopes et al., 2008) and, as
will be discussed in this review, in specifying a variety of cell fates
in the fly eye.

Crucial to every bistable switch is some form of nonlinear
positive feedback (Cinquin and Demongeot, 2002; Ferrell, 2002;
Graf and Enver, 2009; Huang, 2009; Siegal-Gaskins et al., 2009;
Warmflash and Dinner, 2009). It has been shown experimentally
that a very simple bistable switch can be built from a single factor
that positively regulates itself (Becskei et al., 2001; Kramer and
Fussenegger, 2005). Such bistability can be understood using an
equation that describes the rate (dx/dt) at which the concentration
of the protein product (x) changes with time based on its rates of
production [g(x)] and degradation (bx):

dx / dt g(x) – bx . (1)

An often-used form for g(x) is the Hill function, an expression that
can describe cooperativity in which the dose-response curve
increases more sharply than it would with a single ligand-receptor
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Fig. 1. Overview of pattern formation and cell-fate choice in the Drosophila eye. (A)A Nomarski micrograph of a developing third instar
larval eye antennal imaginal disc labeled with an antibody to the nuclear photoreceptor marker Elav. A wave of signaling and photoreceptor
recruitment associated with a visible indentation in the tissue, the morphogenetic furrow (MF), sweeps across the disc from posterior to anterior. An
initial row of R8 ‘founder cells’ is recruited at the posterior edge of the MF, followed by the sequential recruitment of the additional cell types of
each ommatidium. Thus, more posteriorly located ommatidia are in more advanced stages of development. To the right is an illustration of the
expression pattern of the transcription factor Atonal (Ato) (green) in the vicinity of the MF. Lateral inhibition signaling gradually resolves a broad
pattern of Ato expression at the anterior edge of the MF into individual R8 progenitor cells. Adapted with permission from Voas and Rebay (Voas
and Rebay, 2004). (B)A simplified schematic showing the sequence of inductive signaling events leading to the specification of photoreceptors (R8;
R2, R5; R3, R4; R1, R6; R7) and cone cells (C) within a single ommatidium. Colored arrows represent different signaling events, whereas the large
white arrows indicate the progression of time. The receptor tyrosine kinase (RTK) ligand Spitz is produced by differentiated photoreceptors to
induce the differentiation of subsequent cell types (blue arrows).
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binding event, often leading to a threshold-like behavior [see, for
instance, Rosenfeld et al. (Rosenfeld et al., 2005) and Setty et al.
(Setty et al., 2003)]:

g(x)  xn / (xn + kn) . (2)

The exponent in this expression (n), known as the Hill coefficient,
is a measure of the cooperativity of the response. We will use Hill
functions here and in later sections of this review to model the
induction or repression of a gene by a transcription factor.

The steady-state solutions of equation (1) are given by setting
dx/dtg(x)–bx0, and are represented graphically by the
intersection of the curves zg(x) and zbx (Fig. 2A). For the
choices of g(x) and b in Fig. 2A, there are three such intersections,
implying three values of x for which x is unchanging. Consider the
intersection at xx3. If we perturb the system slightly by adding
more x, the degradation rate bx becomes greater than the
production rate g(x), and the concentration of x will decrease until
bxg(x) at xx3. The opposite will happen if we perturb the system
by decreasing x. Thus, xx3 represents a stable state, or attractor,
of the system, as the system returns to xx3 when slightly
perturbed. By the same token, xx1 is also an attractor. By contrast,
at xx2, the addition of a bit more x causes the production rate to
exceed the degradation rate. Amplification of the initial small
perturbation will continue until the system reaches the next stable
state, xx3. Conversely, at xx2, a small reduction in x causes the
degradation rate to exceed the production rate, such that x will
decrease until it reaches xx1. Thus, xx2 is an unstable state of the
system. The stability of extreme states and the instability of
intermediate states are defining characteristics of bistable switches.

Positive feedback may also be indirect (Gardner et al., 2000).
Consider a system of two genes, x and y, that repress each other.
This situation can be modeled using two equations:

dx / dt  f1(y) – b1x , (3)

dy / dt  f2(x) – b2y , (4)

where f1(y) and f2(x) are decreasing functions of y and x, and b1

and b2 are first-order rate constants for x and y degradation,
respectively. Stationary solutions of x and y occur when dx/dt and
dy/dt both equal zero and are shown graphically as the intersection
between the curves f1(y)b1x and f2(x)b2y in Fig. 2B. As before,
two stable attractors [(x1,y1) and (x3,y3)] are separated by an
unstable steady state (x2,y2).

Although nonlinear positive feedback within a genetic circuit is
a necessary condition for bistability, it is not sufficient. The
network model represented in Fig. 2C, despite having the same
topology as the network in Fig. 2B, has only one stable steady-state
solution. Varying a single parameter, in this case the response
threshold for regulation of one gene by the protein product of
another, can thus make the difference between whether a network
functions as a bistable switch or not. This example illustrates how
the behavior of bistable networks cannot be rigorously described
by exclusively qualitative analyses of positive-feedback circuits,
but rather requires elucidation of the quantitative relationships
between network components. Indeed, a single regulatory network
can be monostable at one developmental stage and bistable at
another (Laslo et al., 2006).
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Fig. 2. Mathematical models of bistability. (A)A bistable switch may be built from a single protein (X) that induces its own expression (curved
arrow). To model this self-induction, the production rate of X is taken here to be an increasing Hill function of the concentration of X. Plotted on
the graph are rates of production (gray) and degradation (black) of X (vertical axis) as a function of the concentration of X (horizontal axis). Steady
states (red and blue points) exist where the production rate of X [g(x)] is equal to its degradation rate (bx). These steady states may be stable (blue)
or unstable (red). The difference in the X production and degradation rates will cause the system to return to the stable points following small
perturbations. However, small perturbations from the unstable point will tend to be amplified, causing the system to ‘run away’ from the unstable
point towards one of the two stable points. (B)A bistable switch may also be built from two factors (X and Y) that repress the production of each
other. Here, this mutual antagonism is represented mathematically by modeling the production rate of one factor as a decreasing Hill function of
the concentration of the other factor. The horizontal and vertical axes of the plot correspond to concentrations of X and Y, respectively, and the
gray and black curves are the solutions to the steady-state equations dx/dt0 and dy/dt0, respectively. The intersections between these two curves
represent steady-state points at which the concentrations of both X and Y are unchanging. As in A, two of these steady states are stable, whereas
the intermediate steady state is unstable. (C)An alternative choice of parameters for the network in B (red arrow) can reduce the number of stable
solutions to one, turning a bistable network into a monostable network. This emphasizes that the behavior of bistable networks depends crucially
on the quantitative details of interactions within the network. D
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Below, we discuss several putative bistable switches involved in
cell-fate choice in the Drosophila eye. Although each contains a
source of positive feedback, which is a necessary ingredient for
bistability, an important future direction for experimentation and
modeling will be to determine whether the quantitative aspects of
known interactions within each network are indeed sufficient to
produce bistable behavior.

Putative bistable switches for cell-fate choice in
the Drosophila eye
Subtype choice within R8: a two-component switch
R8 photoreceptors differentiate into subtypes that express different
light-sensitive rhodopsin proteins (Fig. 3A). Coordination between
R8 cells and neighboring R7 cells gives rise to distinct classes of
ommatidia that express different pairs of rhodopsins (Franceschini
et al., 1981). In so-called pale ommatidia, R7 cells express
Rhodopsin 3 (Rh3), whereas R8 cells express Rh5. In so-called
yellow ommatidia, R7 and R8 cells express Rh4 and Rh6,
respectively. Genetic results suggest that the pale versus yellow
decision results from a stochastic choice within R7 that is
subsequently communicated to R8 (Chou et al., 1996; Chou et al.,
1999; Wernet et al., 2006; Bell et al., 2007).

Although very little is known about how the R7 cell informs the
R8 cell of its pale versus yellow decision (Birkholz et al., 2009),
recent work has revealed that this choice is maintained in R8 by a
bistable switch involving mutual antagonism between the NDR
family kinase Warts (Wts) and the pleckstrin homology (PH)
domain protein Melted (Melt) (Mikeladze-Dvali et al., 2005;
Morante et al., 2007; Johnston and Desplan, 2008). Loss-of-
function alleles of wts or melt convert all R8 cells into the pale or
yellow subtypes, respectively. Conversely, pan-neuronal expression
of Wts or Melt converts almost all R8 cells into the yellow or pale
subtypes, respectively (Mikeladze-Dvali et al., 2005). Despite these
dramatic effects on pale versus yellow fate choice in R8, wts and
melt mutant alleles have no effect on pale versus yellow fate choice
in R7. Neither does clonal loss of either factor in R7 influence the
pale versus yellow specification of the neighboring R8 cell.
Analysis of wts and melt transcriptional reporters reveals a
complementary pattern of expression in R8 cells that corresponds
to the two different subtypes. The two reporters are also induced or
repressed in mutant backgrounds in the directions that would be

expected if Wts and Melt repress each other at a transcriptional
level. Collectively, these results imply that mutually antagonistic
transcriptional regulation between Wts and Melt acts cell-
autonomously in R8 to direct specification of pale versus yellow
subtypes (Fig. 3A) (Mikeladze-Dvali et al., 2005).

Because Wts and Melt are not transcription factors, their mutual
repression must be indirect (Mikeladze-Dvali et al., 2005). It will
therefore be interesting to identify the transcriptional effectors
acting downstream of Wts and Melt in this context. Results with
mutants of hippo and salvador, two other components of the
canonical Wts pathway, suggest that the same pathway through
which Wts regulates cell proliferation might also be important in
the pale versus yellow cell-fate choice (Mikeladze-Dvali et al.,
2005). However, a role for Yorkie, the canonical transcriptional
effector of Wts pathway signaling, has not yet been reported, nor
have transcriptional effectors of Melt, such as Foxo (Teleman et al.,
2005), yet been implicated in the decision.

The R8 versus R2/5 decision
Ommatidial differentiation begins with the selection of evenly
spaced R8 founder cells flanked by presumptive R2 and R5 cells
(Fig. 1A and Fig. 3B). Experimental results reveal at least two key
sources of positive feedback that could give rise to bistability in the
choice between R8 and R2/5: mutual activation by the transcription
factors Senseless (Sens) and Atonal (Ato), and mutual antagonism
between Sens and the transcription factor Rough (Ro).

The pattern of R8 recruitment is dictated by a complicated
sequence of events that regulate the expression pattern of Ato.
Inductive Notch and Dpp signaling initially induce a zone of ato
expression across the anterior ridge of the morphogenetic furrow
(Jarman et al., 1994; Jarman et al., 1995; Baker et al., 1996; Baker
and Yu, 1997; Baonza and Freeman, 2001). Notch-mediated lateral
inhibition, in conjunction with Egfr signaling, then resolves the
broad stripe of ato expression into a series of evenly spaced three-
cell clusters, known as the R8 equivalence group (Baker and
Zitron, 1995; Dokucu et al., 1996; Frankfort et al., 2001) (see Fig.
1A and Fig. 3B). During this stage, Ato induces expression of sens,
which feeds back to positively regulate ato. Eventually, ato
expression is resolved to a single cell. In a recent mathematical
model of this patterning process, the Ato/Sens positive-feedback
loop was proposed to play a central role as a bistable switch for the
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all-or-none specification of R8 cells (Pennington and Lubensky,
2010). Cells in which the Ato switch has been flipped to a high-
Ato state produce an inhibitory signal that represses ato expression
in adjacent cells, while also producing an activator that diffuses
faster than the inhibitor to promote the recruitment of the next row
of evenly spaced founder cells. This elegant ‘switch and template’
mechanism is thus proposed to exploit the interplay between
intracellular bistable switches and long-range extracellular signals
to generate a tissue-scale pattern.

Despite the importance of the Ato/Sens positive-feedback loop,
it functions only transiently, as ato expression is lost in developing
R8 cells within a few rows of the morphogenetic furrow. Recent
results suggest that a second bistable switch, based on mutual
antagonism between Sens and Ro, takes over from the Ato/Sens
positive-feedback loop to maintain the distinct identities of R8 and
R2/5 cells (Pepple et al., 2008). Experiments with a sens
transcriptional reporter imply that Ro directly represses sens
expression, whereas genetic results imply that the presence of Ro
is necessary to prevent sens from being expressed in R2/5 cells
(Pepple et al., 2008). Conversely, Sens is sufficient to repress ro in
R2/5 cells and necessary to prevent ro expression in R8 cells,
although it is not yet known whether transcriptional repression of
ro by Sens is direct (Frankfort et al., 2001; Frankfort and Mardon,
2004).

Additional work will be needed to understand the interplay
between bistable fate choices and tissue-scale patterning and to
evaluate to what extent the Ato/Sens and Ro/Sens positive-
feedback loops each contribute to bistability. Confronting such
questions will require advances in the ability to generate
quantitative, time-resolved data, coupled with a continuing search
for mathematical frameworks that usefully organize these data.

R3 versus R4: an intercellular switch
Adult ommatidia are chiral structures, yet developing ommatidia
are at first bilaterally symmetric. The choice between
photoreceptors R3 and R4 supplies the initial directional cue that
breaks ommatidial symmetry. Coordinated bistable fate choice in
the R3/R4 pair relies upon the action of two coupled intercellular
positive-feedback loops involving juxtacrine signaling through the
Notch/Delta and Frizzled/planar cell polarity (Fz/PCP) pathways
(Fig. 4). Both pathways are thought to generate positive feedback
by combining intracellular cross-antagonism with intercellular
cross-activation between pairs of factors.

As described above, Notch-mediated lateral inhibition is used to
specify R8 cells in a stochastic, but spatially regular, manner. By
contrast, Notch-mediated lateral inhibition between the R3 and R4
precursors generates a two-cell bistable switch that responds
deterministically to an external signaling gradient (Fig. 4). This
switch involves: (1) cell-autonomous transcriptional repression of
Delta ligand by Notch signaling; and (2) non-cell-autonomous
activation of Notch signaling by Delta ligand on the surface of the
adjacent cell (Cooper and Bray, 1999; Fanto and Mlodzik, 1999;
Sprinzak et al., 2010). Together, these interactions generate positive
feedback that amplifies differences in Delta/Notch signaling
between the R3 and R4 precursors. The end result is a system with
two stable states in which the presumptive R3 cell has high Delta
expression and low Notch pathway activation and the R4 precursor
has high Notch pathway activation and low Delta expression.

Signaling through the receptor Fz appears to provide the initial
bias that coordinates the direction of the R3 versus R4 decision by
inducing the expression of the Notch ligand Delta (Zheng et al.,
1995; Cooper and Bray, 1999; Fanto and Mlodzik, 1999; Yang et

al., 2002). An apparent gradient of Fz activity, which is high at the
equator (the dorsoventral boundary of the eye disc; see Fig. 1A)
and decreases towards the periphery, results in slightly higher Delta
expression in the precursor cell closer to the equator. This initial
bias is amplified by the Delta/Notch feedback loop described
above, and results in the cell nearest to the equator becoming the
R3 photoreceptor and the cell further from the equator becoming
R4 (Cooper and Bray, 1999; Fanto and Mlodzik, 1999).

In addition to this Delta/Notch switch, the R3 versus R4 decision
is influenced by signaling through the PCP pathway. Although the
detailed mechanisms of PCP signaling remain incompletely
understood and controversial (Lawrence et al., 2007; Lawrence et
al., 2008), one suggested mechanism involves bistability in the
formation of alternate signaling complexes at the interface between
R3 and R4 (for reviews, see Strutt and Strutt, 2009; Klein and
Mlodzik, 2005). A complex containing Fz, Dishevelled (Dsh) and
Diego (Dgo) becomes enriched at the R3 side of the R3-R4
interface, while a complex containing Prickle (Pk) and Strabismus
(Stbm; Van Gogh – FlyBase) becomes enriched at the R4 side
(Strutt et al., 2002; Jenny et al., 2003; Das et al., 2004). Fz- and
Stbm-containing complexes may promote the formation of the
‘opposite’ complex in the adjacent cell via heterotypic interactions
across cell-cell junctions (Chen et al., 2008; Strutt and Strutt,
2008). At the same time, intracellular mutual antagonism in the
formation of these two complexes has been proposed, perhaps
mediated in part by competition between Fz and Stbm to bind to
their common co-factor Flamingo (Fmi; Starry night – FlyBase)
(Das et al., 2002; Jenny et al., 2003; Strutt and Strutt, 2008; Strutt

Notch

Delta

Delta

Notch

        Dsh,
Dgo, Fmi

Pk, Stbm,
Fmi

Pk, Stbm,
Fmi

Fz

        Dsh,
Dgo, Fmi
Fz

Bias of Fz signaling activity

R3 R4

Fig. 4. An intercellular switch that distinguishes R3 from R4.
Delta/Notch signaling and possibly also planar cell polarity (PCP)
signaling are involved in generating a bistable switch that distinguishes
between photoreceptors R3 and R4 in the developing Drosophila eye
imaginal disc. Notch signaling promotes bistability via intracellular cross-
antagonism and intercellular cross-activation between Notch and its
ligand Delta. Frizzled (Fz) signaling preferentially activates Delta in the
cell nearer the equator, causing it to become R3 while inducing its
neighbor to become R4. Heterotypic association of different PCP
complexes across the interface between the two cells, together with
putative intracellular cross-antagonism in the formation of the two
complexes, may also generate bistability by exploiting the same basic
principle used by the Delta/Notch switch. In addition to activating Delta
expression, Fz serves as a core component of the PCP signaling
pathway, although it remains unclear how these two functions of Fz are
related. For key, see Fig. 3 legend.
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and Strutt, 2009). Thus, similar to the two-cell Delta/Notch switch,
the combination of intercellular cross-activation and intracellular
cross-antagonism in the PCP pathway may generate a bistable
pattern of signaling between a pair of cells (Fig. 4) (Axelrod,
2009). How the decisions of the Delta/Notch and PCP switches are
coupled remains an open question. In particular, it is unclear
whether the function of Fz as a regulator of the Delta/Notch switch
is related to its role in PCP signaling.

Computational models exploring two competing hypotheses of
PCP signaling in the wing and of coupled Delta/Notch and PCP
signaling in R3/4 have been reported (Amonlirdviman et al., 2005;
Le Garrec et al., 2006; Le Garrec and Kerszberg, 2008). It is likely
that such models, alongside experiments designed to elucidate
basic mechanisms, will be helpful for understanding how the
Delta/Notch and PCP pathways cooperate to drive cell-fate choice.

The Yan network: a general switch for differentiation
Above, we discussed two cases in which extracellular signals drive
a bistable switch towards one outcome or another to produce
specific cell fates. Studies of the Yan network, which comprises a
conserved set of factors downstream of receptor tyrosine kinase
(RTK) signaling (Fig. 5), suggest that this network acts as a
bistable switch that maintains the more general distinction between
differentiated cells and undifferentiated precursors in the
Drosophila eye.

The Yan protein (Anterior open – FlyBase) is an Ets family
transcriptional repressor that is initially present in all
undifferentiated cells at, and posterior to, the morphogenetic furrow
(Lai and Rubin, 1992). In response to RTK signaling, Yan is
inactivated by phosphorylation by mitogen-activated protein kinase
(Mapk; Rolled – FlyBase) (O’Neill et al., 1994; Rebay and Rubin,
1995). Mapk concomitantly phosphorylates and activates PntP2,
the P2 isoform of another Ets family transcription factor, Pointed,
which binds enhancers vacated by Yan to activate RTK target genes
(Brunner et al., 1994; O’Neill et al., 1994).

In addition to being downregulated by Mapk signaling, Yan
activity is inhibited in at least three other ways: (1) it is antagonized
by the constitutively active P1 isoform of Pnt (PntP1) at a
transcriptional level (Rohrbaugh et al., 2002); (2) its translation is
repressed by the microRNA miR-7 (Li and Carthew, 2005; Li et al.,
2009); and (3) it is inactivated post-translationally by direct
interaction with the protein Mae (Edl – FlyBase) (Baker et al.,
2001; Tootle et al., 2003; Qiao et al., 2004). In turn, Yan

transcriptionally represses the expression of both mae and miR-7,
whereas both are induced by RTK signaling through Pnt
(Vivekanand et al., 2004; Li and Carthew, 2005; Li et al., 2009).
Expression of pntP1 is also upregulated by RTK signaling (Gabay
et al., 1996), suggesting that it too is a transcriptional target of Yan
and Pnt.

The mutual antagonism between Yan and this set of co-regulated
factors suggests that the overall network might be bistable (Fig. 5).
Although such bistability remains to be demonstrated
experimentally, having a bistable switch downstream of Mapk
would be ideal for generating all-or-none responsiveness to RTK
signaling. Once a cell received an RTK signal of sufficient strength,
it would be driven to differentiate by being flipped to a self-
sustaining low-Yan state. Under conditions of low-level RTK
signaling, sustained Yan activity would prevent precursor cells
from differentiating prematurely.

A mathematical model of the Yan network switch
Although the above qualitative argument suggests that the Yan
network might exhibit switch-like behavior, it would be difficult
using qualitative intuition alone to predict the detailed dynamics of
the three coupled transcriptional, translational and post-translational
positive-feedback loops or to understand the functional relevance
of the network’s complex topology. Mathematical models provide
a complementary tool for exploring the behavior of such networks
and for studying the importance of specific interactions for their
overall dynamics. Here, we present a novel mathematical
representation of the Yan network to illustrate how the quantitative
response of this network to signaling can be simulated
computationally.

Our model contains the core components listed in Box 1 plus a
variable RTK (Erk/Mapk) input. The rate of change in the
concentration of each component is described by the equations
listed in Box 1 (see also Box 2 and Table 1), and each indicated
interaction is represented by a term in these equations. Different
patterns of gene expression emerge from the same equations,
depending on the initial concentrations of molecules. In the model,
switching from a high-Yan, low-PntP1 state to a high-PntP1, low-
Yan state can be triggered by a pulse of RTK signal. Conversely,
the model predicts that a transient pulse of Yan overexpression
should be able to flip the switch from a low-Yan state back to its
original high-Yan, low-PntP1 state, barring irreversible downstream
events.

REVIEW Development 137 (14)

A  Undifferentiated cell B  Transient RTK stimulus C  Differentiating cell

Fig. 5. The Yan network switch. Putative role of the Yan network as a bistable switch that regulates differentiation in the eye imaginal disc.
(A)The Yan network consists of a group of regulators downstream of RTK signaling. The ‘core’ of the network comprises the transcriptional
repressor Yan and three other factors (PntP1, Mae and miR-7), with which Yan is mutually antagonistic. In the absence of RTK signaling, the
network exists in a high-Yan state, which prevents cells from differentiating prematurely. (B)In response to a transient pulse of RTK signal, Mapk
phosphorylates and inactivates Yan while inducing its antagonists. (C)In our proposed bistable switch model, this transient stimulus induces a
sustained transition from a stable high-Yan state to a stable high-PntP1, high-Mae, high-miR-7 state that drives differentiation. For key, see Fig. 3
legend. D
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Given an incomplete knowledge of the details of the system, it
is important to assess the sensitivity of the model behavior to the
choice of parameters (e.g. protein production rates, degradation
rates, and parameters describing gene regulation). Often, certain
ratios of parameters are constrained by limited data, even though
their individual values are not (Gutenkunst et al., 2007). Although
feasible for simpler models, the systematic exploration of the space
of parameter choices becomes more difficult as models become
more elaborate. One approach is to test many different sets of
parameters within a given range and then to determine which sets
are consistent with a given behavior (Ben-Zvi et al., 2008;
Pennington and Lubensky, 2010). A simpler option is to fix most
of the parameters at values that yield reasonable behavior and to
vary the remainder systematically. The example shown in Fig. 6
illustrates the sensitivity of the model to the maximal rate of Yan
production. The PntP1 and Yan concentrations at all stable states
are plotted as a function of the maximal rate of Yan production.
Remarkably, the network remains bistable even while the value of

this parameter spans nearly three orders of magnitude (Fig. 6A). If
the maximal Yan production rate becomes too low, the system has
only one stable state (high PntP1). If the Yan production rate
becomes too high, the system is also monostable (with high Yan).
These effects derive from shifts in the balance of production and
degradation rates, like those illustrated in Fig. 2B.

It might be possible to sample these three different bistable and
monostable regimes experimentally. The wild-type Yan network is
thought to be bistable, yet the model predicts that it should be
possible to enter a monostable regime by decreasing the production
rate of Yan. Our model suggests that the differentiation of ectopic
photoreceptors in yan loss-of-function mutants (Lai and Rubin,
1992) might reflect not just sensitization of these cells to RTK
signaling, but also a more fundamental conversion of the Yan
network from a bistable to a monostable state. In cells in which Yan
production is sufficiently reduced, the model predicts that the low-
Yan, high-PntP1 state will become the only option, leading cells to
differentiate regardless of the level of RTK signaling they receive.
Consistent with this idea, reducing RTK signaling through mutation
of the Sevenless (Sev) RTK fails to suppress the gain-of-
photoreceptor-R7 phenotype in the yan1 hypomorphic mutant (Lai
and Rubin, 1992). Similar epistasis experiments using alleles that
abolish all RTK signaling will be needed to test this idea more
rigorously.

Experimentally, entering the second, high-Yan monostable regime
appears to require very high levels of wild-type yan transgene
expression (I.R., unpublished data). However, moderate
overexpression of YanAct, a constitutively active, non-
phosphorylatable mutant of Yan that escapes RTK signal-mediated
downregulation, effectively blocks photoreceptor differentiation in
the Drosophila eye (Rebay and Rubin, 1995). To explore how
constitutive expression of YanAct might influence network behavior,
we introduced a YanAct-expressing transgene into the model as a
second, non-phosphorylatable Yan species that is produced at a
constant rate. When the yanAct mRNA production rate is increased
above a certain threshold, the system switches from being bistable to
monostable (Fig. 6B). The conventional view is that YanAct blocks
photoreceptor differentiation by repressing genes that would

Box 1. A model of the Yan network
To model cell-fate choice governed by the Yan network, we
translate the interactions in Fig. 5 into the following set of chemical
rate equations for the following molecular species: Y, Yan protein;
mY, yan mRNA; P1 and P2, Pointed proteins P1 and P2; M, Mae
protein; M:Y, Mae-Yan heterodimer; M:P2, Mae-PntP2 heterodimer;
mR7, miR-7; mY:mR7, yan mRNA–miR-7 complex; E, activated
Erk/Mapk; asterisk indicates phosphorylation.

A dot above a species denotes its time derivative (i.e. x.dx/dt). The
parameters are defined in Table 1.

The Hill functions that are employed to describe transcriptional
regulation are:
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Box. 2. An explanation of our model
•Mae, PntP1, PntP2 and miR-7 production are approximated as
one-step processes.

•Yan transcription and translation are modeled separately to
represent miR-7-mediated translational repression of Yan.

•Repression of yan by miR-7 is modeled by the formation of a
binary complex of yan mRNA and miR-7, in which yan mRNA
cannot be translated.

•When complexed with Mae, Yan is assumed to be inactive as a
transcriptional repressor and to be more easily phosphorylated by
Erk/Mapk.

•Binding reactions are represented using standard second-order
rate laws.

•Phosphorylation of PntP2, Yan alone, and Yan within the Yan-Mae
heterodimer are assumed to follow Michaelis-Menten kinetics.

•Degradation of each component is assumed to follow first-order
kinetics.

•To model the efficient phosphorylation-induced degradation of
Yan, the degradation rate constant of phosphorylated Yan was set
to be much higher than that of unphosphorylated Yan. It was
assumed that phosphorylated Yan would have to dissociate from
Mae before being degraded. This dissociation was made to be very
rapid (i.e. k

R

M:Y*>>k
R

M:Y).

D
E
V
E
LO

P
M
E
N
T



2272

normally be activated by RTK signaling (Rebay and Rubin, 1995).
Our model agrees and suggests, moreover, that expression of YanAct

might destroy the essential bistability of the Yan network by
destabilizing the high-PntP1 attractor. When YanAct is expressed
above some critical threshold, our model predicts that no level of
RTK signal will ever be able to induce photoreceptor differentiation
(Fig. 6B). Consistent with this prediction, RTK pathway
hyperactivation is unable to modify the phenotype of yanS2382, a
gain-of-function allele that partially phenocopies YanAct (Rebay and
Rubin, 1995; Karim et al., 1996). Further experiments will be needed
to verify that expression of constitutively active versions of Yan
above a specific threshold is able to convert the network from
bistable to monostable.

Our model of the Yan network does not yet take into account
certain important features of the system, including regulated self-
association and localization of Yan, phosphorylation of Yan at
multiple sites, and binding of multiple miR-7 molecules to the 3�
UTR of the yan mRNA (Rebay and Rubin, 1995; Tootle et al., 2003;
Qiao et al., 2004; Li and Carthew, 2005; Zhang et al., 2010). It
should be relatively straightforward to include these features in
subsequent models. Additional quantitative experiments will be
needed to provide reasonable estimates of parameters within the
model. Advanced genetic tools should allow specific regulatory links
in this network to be specifically ablated, such as the interaction of
Yan with Mae, the repression of yan mRNA by miR-7, and the
negative regulation of yan by PntP1. Data on precisely mutated
networks will provide additional constraints that the model must
satisfy, narrowing down the space of theoretically possible parameter
choices. In parallel, it should be possible to estimate certain
parameters directly using transgenes expressing fluorescently labeled
Yan and PntP1 and transcriptional reporters for the various genes in
the network. Inconsistencies between predicted and measured
quantities would prompt revisions of the model, thereby advancing
our mechanistic understanding of this network.

Coupling bistable switches to generate
multistable switches
Above, we have discussed several instances in which bistable
switches are thought to mediate specific binary cell-fate choices.
Ultimately, such bistable motifs must function as components of
larger, more-complex networks that guide the specification of each
distinct cell type within a multicellular organism. A longstanding
idea, which has recently received experimental support, is that cell
fates correspond to high-dimensional attractors in the dynamics of
these multistable networks (Waddington, 1957; Kauffman, 1969;

Huang et al., 2005; Chang et al., 2006; Chang et al., 2008; Bar-
Yam et al., 2009; Huang, 2009). In this section, we discuss two
previously proposed strategies by which multistable networks can
be built from simpler bistable modules (Cinquin and Demongeot,
2002); we refer to these as ‘hierarchical’ and ‘horizontal’. We then
present a new hypothesis of cell-fate choice in the R7 equivalence
group that employs and illustrates both strategies.

Hierarchical combination of bistable switches
A multistable network can in principle be built from a series of
bistable switches linked hierarchically in a binary decision tree
(Fig. 7A), with the activity of downstream switches made
contingent on the decisions made by upstream switches (Cinquin
and Demongeot, 2002; Foster et al., 2009; Wang et al., 2009;
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Table 1. A summary of rate parameter notation
Description of parameter Notation

Weight of P1 in activating X p1X

Weight of P2* in activating X p2X

Weight of Y in activating X p3X

Activator binding constant for X kX

X synthesis rate without activators eX

Maximum X production rate x

Hill coefficient of activation nx

Repressor binding constant for X k�X

Hill coefficient of repression n�X

Degradation rate constant of X dX

Association rate constant of complex X kjX

Dissociation rate constant of complex X kk
R

X

kcat for phosphorylation of X X*

Km for phosphorylation of X KX*
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Fig. 6. Sensitivity of the Yan network model to specific
parameter choices. Our model of the Yan network demonstrates how
changing specific parameters can influence whether the network is
monostable or bistable (for more on this model, see Simulation 2 and
Tables S1-S4 in the supplementary data for parameter choices used in
our simulations of the model). (A)Changing a single parameter, i.e. the
maximal production rate of Yan, while keeping other parameters
constant, can change the number of stable states available to the
network. Levels of Yan at different stable states are shown as a function
of the maximal Yan production rate (plotted on a logarithmic scale).
Two possible stable states (indicated by solid and dashed curves) coexist
in the bistable region (gray), whereas only one solution exists in the
monostable regions. Bistability of the network is lost when the basal
production rate of Yan is tuned to be either too high or too low. (B)A
similar diagram for the model that includes YanAct, the non-
phosphorylatable constitutive repressor mutant of Yan. Possible steady-
state levels of total Yan (endogenous Yan + YanAct) are plotted versus
the logarithm of the production rate of YanAct (the variable parameter).
The system begins in a bistable state (shaded), but bistability is
destroyed by expressing a sufficient amount of YanAct, which reduces
the number of stable solutions from two to one.
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Artyomov et al., 2010). Experimentally observed cell-fate lineages
can be considered branches along this decision tree network.
Among the switches described above, an example of hierarchical
linkage is found in the initial decision between the R2/5 and R8
fates, followed by the subsequent specification of pale and yellow
subtypes of R8. In this case, the subtype specification switch
involving mutually antagonistic Wts and Melt expression only
becomes active if a cell has previously decided to adopt an R8 fate.
Mechanistically, how such information is transmitted remains an
open question.

Horizontal combination of bistable switches
Bistable switches may also be joined ‘horizontally’ (or
‘simultaneously’) by the participation of each factor in multiple
switches (Cinquin and Demongeot, 2002; Cinquin and
Demongeot, 2005). A simple example of this category is what
we term a tristable triad, which is a network with three factors in

which each factor represses the other two (Fig. 7B). Given
appropriate quantitative parameters (see below), such a network
can in principle generate three stable states in which one of the
three factors is highly expressed while the other two factors are
repressed. Tristable triads have previously been implicated in the
specification of Drosophila muscle/heart progenitors (Jagla et
al., 2002) and have been proposed as the basis for a synthetic
tristable switch (Lohmueller et al., 2007). Horizontal coupling of
bistable switches could probably be extended to generate
multistable switches with an arbitrary number of factors, with the
number of required negative regulatory links given by N(N-1),
where N is the number of factors/stable states. We note that
horizontally coupled multistable motifs of this form can also
substitute for bistable motifs in the hierarchical scheme
described in Fig. 7A, producing a decision tree in which some
decisions involve more than two options (see below for an
example).

, , etc.
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Fig. 7. Schemes for coupling bistable switches
into multistable networks. The ‘attractive
landscape’ hypothesis of cell-fate choice
(Waddington, 1957; Kauffman, 1969; Huang,
2009) proposes that different cell types correspond
to distinct attractors in the dynamics of multistable
genetic and signaling networks. Two schemes are
illustrated by which multistable networks can be
built from simpler bistable components and the
output of a mathematical model that embodies
both strategies is presented. (A)Hierarchical
activation by upstream switches of increasingly
fate-specific downstream switches gives rise to a
tree of branching fate decisions (Cinquin and
Demongeot, 2002; Foster et al., 2009; Wang et al.,
2009; Artyomov et al., 2010). Here, and in B,
circles represent idealized ‘factors’ that regulate
cell-fate choice. (B)Horizontal coupling of switches
into a network of mutual antagonists may provide
multipotent progenitors with simultaneous access
to several mutually exclusive fates. (C)Output of
the multiple bistable switch model for fate choice
in the Drosophila eye imaginal disc R7 equivalence
group, demonstrating how different combinations
of transient RTK and Notch signals can flip the
switch in the direction of one of the three cell-fate-
specific factors. (Left) Plots show results from
numerical simulations of our mathematical model
in response to different combinations of RTK and
Notch signals. The period during which the signals
were transiently applied is indicated by black (RTK)
and gray (Notch) horizontal lines. (Right) The
components that are active (green) and inactive
(gray) at the end of each simulation. When
stimulated with RTK signal below a critical
threshold, the switch returns to its initial high-Yan
state (not shown). For more on this model, see
Simulation 1 in the supplementary material.
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A model of coupled bistable switches in fate choice in the
R7 equivalence group
In this section, we propose a multistable network model of a
cell-fate decision that invokes the ideas discussed above. R7,
R1/6 and cone cells differentiate from initially tripotent cells in
an ‘R7 equivalence group’ in response to different doses of
Notch and RTK signaling (Table 2). It is possible to interconvert
these three cell types by changing the levels of the two signals
that they receive (Hafen et al., 1987; Freeman, 1996; Cooper and
Bray, 2000). For instance, reducing RTK signaling in a
presumptive R7 cell converts it to a cone cell (Tomlinson and
Ready, 1987). Conversely, increasing RTK signaling causes cone
cell precursors to turn into ectopic R7 cells (Fortini et al., 1992).
Although this system has been extensively studied, how the
genetic networks within each cell respond to quantitative
differences in signaling to distinguish these three cell fates is not
yet understood.

Below, we consider one possible model in which a multistable
network of coupled bistable switches responds to different patterns
of RTK and Notch signaling to specify the R1/6, R7 and cone cell
fates. In our simplified mathematical model of this network (Box
3), three regulatory factors that are specific to R1/6, R7 and cone
cells reinforce their own expression while repressing the
expression of the two alternate factors (Fig. 7C). Reasonable
candidates for these factors include BarH1 and Seven-up (Svp) for
R1/6 (Mlodzik et al., 1990; Higashijima et al., 1992; Hiromi et al.,
1993; Hayashi et al., 1998; Miller et al., 2008); Spalt major
(Salm), Phyllopod (Phyl), Seven in absentia (Sina) and Prospero
(Pros) for R7 (Li et al., 1997; Xu et al., 2000; Cook et al., 2003;
Domingos et al., 2004; Hayashi et al., 2008); and Pax2 (Shaven –
FlyBase), Tramtrack (Ttk) and Cut for cone cells (Canon and
Banerjee, 2003; Shi and Noll, 2009). Each relationship between
cell-fate determinants in the model can be thought of as a separate
bistable switch. These three switches are horizontally coupled to
form a tristable triad, the stable states of which correspond to the
expression of one of the three factors and the repression of the
other two.

Also built into the model are inputs from the Notch and RTK
pathways that bias the compound switch to choose one fate over
the other two. The RTK input is communicated through the Yan
network switch, which has a hierarchical relationship to the
downstream three-factor tristable switch. For the downstream
network to be active, and for differentiation to occur at all, the Yan
network must first be flipped from a high-Yan to a high-PntP1
state.

Notch and RTK signaling can flip the R1/6-R7, R7-cone and
R1/6-cone switches in our model only if they differentially regulate
the three fate-specific factors. Several pieces of experimental
evidence support this idea. Notch directly or indirectly represses
the R1/6-specific factors Svp and BarHI (Cooper and Bray, 2000;
Hayashi et al., 2008). By contrast, the R7 and cone cell
determinants Pros and Pax2 are induced by combined Notch and
RTK signals, although with differing thresholds for activation by
the two signals (Flores et al., 2000; Xu et al., 2000; Swanson et al.,

2010). Full induction of Pros in R7 cells requires high levels of
RTK pathway activity, whereas full induction of the cone cell
factor Pax2 requires high levels of Notch activity. These
relationships provide exactly the sort of biased activation of R7-
and cone-specific genes required by our model.

Fig. 7C shows simulations of our model in which an initially
high-Yan (undifferentiated) cell is stimulated with different
combinations of Notch and RTK signals (see Simulation 1).
Stimulation by RTK signaling in all cases flips the Yan network
switch to a high-PntP1 state, enabling downstream fate-specific
genes to be turned on. When a cell only receives an RTK signal,
R1/6-specific factors are induced, whereas Notch-dependent R7
and cone cell factors are not. In response to both Notch and RTK
signaling, the balance of the two signals guides the cell to an R7 or
cone fate, with higher RTK signaling favoring R7 and higher Notch
signaling favoring the cone cell fate (a detailed phase diagram of
the response of this model to RTK and Notch signals is supplied in
Simulation 1 in the supplementary material). Because Boss and
Delta ligands (which activate RTK and Notch signaling,
respectively) are restricted to the surfaces of neighboring cells,
different combinations of these two signals are accessed by
different arrangements of cells in the ommatidium, directly
coupling differentiation and spatial patterning.

REVIEW Development 137 (14)

Box 3. A hypothesis for cell-fate choice in the R7
equivalence group
The equations in our model of R7 equivalence group fate choice
are:

where A represents the R7 factor, B represents the cone factor, C
represents the R1/6 factor, Y and P represent Yan and PntP1, and E
represents Erk/Mapk.

The functions describing activation of the R1/6, R7 and cone
factors have been chosen such that they are induced most strongly
in the presence of RTK signaling alone, moderate Notch signaling
and strong RTK signaling, or moderate RTK signaling and strong
Notch signaling, respectively. Although these differences in
regulation may be quantitatively subtle, the mutual antagonism
between each pair of factors amplifies even small differences to
drive a cell robustly towards one of the three distinct fates. The
driving force for this robust fate choice arises mathematically from
the inherent instability of intermediate states where more than one
factor is expressed at once.
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Table 2. Cell-fate choice in the R7 equivalence group in response to different levels of RTK and Notch signaling
Notch Resulting

RTK signal signal fate References
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+ (Egfr) ++ Cone (Flores et al., 2000; Pickup et al., 2009)
++ (Egfr + Sevenless) + R7 (Hafen et al., 1987; Xu et al., 2000; Cooper and Bray, 2000; Tomlinson and Struhl, 2001) D

E
V
E
LO

P
M
E
N
T



2275REVIEWDevelopment 137 (14)

Although the details of the R7 equivalence group network will
undoubtedly be more complex than the simple model we have
proposed here, it will be interesting to determine whether the
overall network can indeed be broken down into a combination of
bistable switch-like components. Our model predicts that it will be
particularly productive to search for direct transcriptional
regulatory links between master regulators that allow cross-
antagonism to occur between alternate R1/6, R7 and cone cell
fates. It might turn out that even a simple coarse-grained model,
like the one we have proposed, is useful for understanding the
dynamics of key master regulators during normal development or
in response to externally applied signaling perturbations. Advances
in quantifying signaling inputs and gene-regulatory responses
experimentally might eventually make it possible to construct fate
maps showing the probability of choosing different fates as a
function of inputs (see Simulation 1 in the supplementary material).
Mapping the responses of single cells to different combinations of
signals would provide a powerful means of visualizing the
regulatory landscape that governs cell-fate choice, and would
provide an excellent means of calibrating and testing future models.

Conclusions
Although bistable genetic switches provide a natural mechanism
for distinguishing cell types, much additional work, both
experimental and computational, will be needed to understand the
relative contributions of multiple positive feedbacks to the
generation of bistable cell-fate switches, how these individual
switches are wired together into multistable networks, and how
such networks mediate cell-fate decisions.

From a broader perspective, bistable and multistable networks
must be integrated in space and time within the more complex
‘four-dimensional’ networks that encode the full developmental
program. Which global mechanisms coordinate this program is not
yet clear, although the establishment of distinct chromatin states
and perhaps even multistability at the level of chromatin
modifications or DNA methylation have been proposed as
important mechanisms underlying the spatiotemporal coordination
of cell fate (Dodd et al., 2007; Mikkelsen et al., 2007; Meissner et
al., 2008). We argue that the Drosophila eye, with its proven track
record as a system for elucidating novel and conserved
mechanisms of cell-fate choice, provides a uniquely high-
throughput platform for studying developmental pattern formation,
and one that is amenable to merging quantitative mathematical
modeling with in vivo analysis of signaling dynamics.

Given the clear importance of temporal coordination of
developmental programs, experimental techniques that allow us to
observe the dynamics of cell-fate choice directly, rather than
relying on static snapshots of fixed tissues, will be crucial to
developing more accurate and predictive mathematical
representations. This will require the manipulation of biological
systems in quantitatively precise ways and the collection of
quantitative data. Ultimately, one would like to be able to measure
network responses in vivo in a developing tissue at single-cell, and
even single-molecule, resolution. Although much progress has
been made towards achieving these goals in single-celled
organisms (Cai et al., 2006; Elf et al., 2007; Choi et al., 2008),
extending these approaches to more complex tissues remains a
huge challenge.

Towards this goal, efforts to culture eye imaginal discs in vitro,
in such a way that allows their continued development to be
observed, must be a top priority. In this context, microfluidic
systems might provide a means of maintaining the viability of the

tissue during continuous observation, while allowing temporally
and spatially precise perturbations to be applied (Lucchetta et al.,
2005; Lucchetta et al., 2009). Alternatively, advances in multi-
photon fluorescence microscopy might eventually permit direct in
vivo observations in intact larvae (Huisken and Stainier, 2009;
Vinegoni et al., 2009).

A requirement for using live-imaging techniques to investigate
signaling dynamics during cell-fate specification is of course to
have the key network components tagged with fluorescent markers,
such that their expression and activity can be followed dynamically
in space and time both in wild-type animals and in those in which
specific genetic perturbations have been introduced.
Recombineering technology, coupled with C31 integrase-based
transformation, permits the manipulation of large genomic
sequences and will thus be key to generating the necessary tools
and reporters (Venken et al., 2006; Bateman and Wu, 2008). Once
appropriate fluorescent readouts of network and cell-fate states are
in hand, the extensive genetic tools available in Drosophila will
allow the introduction of temporally and spatially precise
perturbations and the quantitative assessment of their
consequences.

Together, such dynamic observations should provide direct
evidence for the existence of specific attractor states in genetic
networks. For instance, one could test whether artificially induced
intermediate patterns of gene expression are inherently unstable,
relaxing towards one of two options. Additionally, one might test
whether transient perturbations can switch cells between discrete
states of gene expression, and whether the gene expression patterns
of such ‘transdifferentiated’ cells always become identical to those
of cells that have differentiated via the normal developmental route.
The effects of targeted genetic perturbations, when analyzed in
conjunction with mathematical simulations, will provide new
insights into how specific regulatory interactions within networks
contribute to generating these switch-like behaviors.

In conclusion, the power of Drosophila genetics has yielded
incredible insight into the elaborate sequence of cell-fate choices
that pattern each ommatidium, and has provided tantalizing hints
about the sorts of switch-like network behaviors that drive them.
An expanding range of genetic tools, combined with increasingly
quantitative methods for perturbing, measuring, and modeling the
system, will undoubtedly provide insights into the conserved
strategies and network motifs that cells use to make specific fate
choices in the Drosophila eye and beyond.
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Table S1. Gene regulation parameters giving bistable behavior of the Yan network model
p1m 0.4
p2m 0.4
p3m 0.2
km 0.1
em 0.2
αm –0.2

Yan expression

nm 2
p1P 0.5
p2P 0.5
kP 0.1
eP 0.01
αP 0.19
nP 2
k9P 0.1

PntP1 expression

n9P 2

PntP2 expression eP 0.1
p1M 0.5
p2M 0.5
kM 0.1
eM 0.01
αM 0.19
nM 2
k9M 0.1

Mae expression

n9M 2
p1m 0.5
p2m 0.5
km 0.1
em 0.01
αm 0.19
nm 2
k9m 0.1

miR-7 expression

n9m 2
yan mRNA was translated at rate kt

Y=0.1.
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Table S2. Degradation rates giving bistable behavior of the Yan network model
yan mRNA dm 0.1
Yan protein dY 0.1
phospho-Yan dY* 10
PntP1 dP 0.1
PntP2 dP 0.1
phospho-PntP2 dP* 0.1
Mae dM 0.1
Mae-Yan complex dM:Y 0.1
Mae–phospho-Yan complex dM:Y* 0.1
Mae-PntP2 dM:P 0.1
miR-7 dm 0.1
yan mRNA-miR-7 complex dm :m 0.1



Table S3. Binding and unbinding rates giving bistable behavior of the Yan network model

Mae-Yan association kM:Y 0.1
Mae-Yan dissociation kM:Y 0.01
Mae–phospho-Yan association kM:Y* 0.1
Mae–phospho-Yan dissociation kM:Y* 10
Mae-PntP2 association kM:P2 0.1
Mae-PntP2 dissociation kM:P2 0.01
yan mRNA-miR-7 association kmR7 0.1
yan mRNA-miR-7 dissociation kmR7 0.01

r

r
r

r

r
r

r
r
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Table S4. Kinase Michaelis-Menten parameters giving bistable behavior of the Yan network model
kcat for Yan phosphorylation αY* 0.1
Km for Yan phosphorylation KY* 0.1
kcat for PntP2 phosphorylation αP* 0.1
Km for PntP2 phosphorylation KP* 0.1
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